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Abstract

We present a simple method to generate a perturbed parameter ensemble (PPE) of
a fully-coupled atmosphere-ocean general circulation model (AOGCM), HadCMS3, with-
out requiring flux-adjustment. The aim was to produce an ensemble that samples para-
metric uncertainty in some key variables and displays a similar range of behavior as
seen in multi-model ensembles (MMEs). Six atmospheric parameters, a sea-ice pa-
rameter and an ocean parameter were jointly perturbed within a reasonable range to
generate an initial group of 200 members. To screen out implausible ensemble mem-
bers, 20 yr pre-industrial control simulations were run and members whose tempera-
ture response to the parameter perturbations was projected to be outside the range
of 13.6 £ 2°C, i.e. near to the observed pre-industrial global mean, were discarded. 21
members, including the standard unperturbed model, were accepted, covering almost
the entire span of the eight parameters, challenging the argument that without flux-
adjustment parameter ranges would be unduly restricted. This ensemble was used
in 3 experiments; a 800 yr pre-industrial, a 150 yr quadrupled CO,, and a 150yr 1%
CO, rise per annum simulation. The behavior of the PPE for the pre-industrial control
compared well to the CMIP3 ensemble for a number of surface and atmospheric col-
umn variables with the exception of a few members in the Tropics. However, we find
that members of the PPE with low values of the entrainment rate coefficient show very
large increases in upper tropospheric and stratospheric water vapor concentrations in
response to elevated CO, and some show implausibly high climate sensitivities, and
as such some of these members will be excluded from future experiments with this en-
semble. The outcome of this study is a PPE of a fully-coupled AOGCM which samples
parametric uncertainty with a range of behavior similar to the CMIP3 ensemble and
a simple methodology which would be applicable to other GCMs.
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1 Introduction
1.1 Background on perturbed parameter ensembles

PPEs of general climate models (GCMs) are becoming more common as a means
to assess the range of uncertainty in climate model projections (Murphy et al., 2004;
Stainforth et al., 2005; Collins et al., 2006; Sanderson, 2011; Yokohata et al., 2010;
Shiogama et al., 2012; Klocke et al., 2011). This PPE approach is a complement to
the Multi-Model Ensemble (MME) approach notably applied in the IPCC assessments
(Solomon et al., 2007; Meehl et al., 2007b, Taylor et al., 2012). These two approaches
address two aspects of model uncertainty; in MMEs, the structural uncertainty associ-
ated with the understanding, discretization and parameterization of the climate system
as a GCM and in PPEs, the parametric uncertainty associated with the uncertain val-
ues of the parameters within a GCM. The MME approach has the advantage of having
independent modeling schemes (although the fact there is a somewhat common her-
itage amongst models and they are developed by a group of experts sharing similar
knowledge, limits their independence; Masson and Knutti, 2011), but as the number of
possible models is indefinable, any MME will represent an unquantifiable and incom-
plete sampling of the structural uncertainty in climate model predictions (Meehl et al.,
2007b). The PPE approach has the advantage that members of the ensemble differ in
a well-defined way and the “parameter space” of all possible parameter combinations
can be precisely defined. It is not possible to generate a large number of models with
different structures, unless a long program of model development is begun, however it
is possible to generate a very large number of different versions of one model by per-
turbing parameters, with the availability of computing resources being the only effective
limit. For these reasons PPE experiments are a useful tool for assessing uncertainty in
climate model projections.

As greater computing resources have become available, larger and more complex
perturbed parameter ensembles of GCMs have become possible (Frame et al., 2009).
There are many hundreds of uncertain parameters in a GCM and so expert elicitation
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is needed to select which parameters are important and to indicate a reasonable range
for these parameters (Murphy et al., 2004). The early perturbed parameter ensembles
consisted of single-parameter perturbations, in effect a sensitivity test of parametric
uncertainty (Murphy et al., 2004). However, many parameters in a GCM will interact
in complex, non-linear ways, and so parameters must be perturbed simultaneously to
explore the full range of response implied by the prior parametric uncertainty (Stain-
forth et al., 2005; Sanderson, 2011; Shiogama et al., 2012). The space of all uncertain
parameters can be very large indeed for GCMs and so many studies have taken sub-
sets of the most important parameters to try and achieve a thorough coverage of the
parameter space (Stainforth et al., 2005; Knight et al., 2007; Shiogama et al., 2012).

Most PPEs to date have used atmosphere-only or slab-ocean versions of GCMs as
these take between a few years or a few decades of model simulation to reach equilib-
rium, respectively, as opposed to the millennia required to fully spin-up a fully dynamic
coupled atmosphere-ocean GCM, although some parametric sensitivity studies have
used coupled oceans (Collins et al., 2007; Brierley et al., 2010; Shiogama et al., 2012).
Most PPE studies with fully coupled models have used flux-adjustment to keep the en-
semble members from drifting too far from observed climatology. This flux-adjustment
is applied as either a heat, water or momentum flux into the ocean surface designed
to correct for model biases (Collins et al., 2006). Top-of-atmosphere (TOA) radiative
balance is an emergent property in GCMs and the fact that the models of the IPCC
AR4 did not need flux-adjustment was seen as an improvement over earlier models
(Solomon et al., 2007).

1.2 Background on assessment of ensembles

Numerous methods to test the “realism” of members of a perturbed parameter ensem-
ble of a GCM have been developed and these are often used to exclude or weight the
members of a PPE for the purposes of making projections (Edwards et al., 2011; Mur-
phy et al., 2004; Rodwell and Palmer, 2007). Murphy et al. (2004) analyzed a perturbed
parameter ensemble of HadCM3 using the climate prediction index, a method which
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applies a set of comparisons to observational data that gives each member a weight,
and which has also been applied to other PPE studies (Collins et al., 2010). The cli-
mate prediction index aggregates a large number of different tests of model “realism”,
or similarity to observations, and so highly unrealistic behaviour in one aspect can
be counteracted by reasonably realistic behaviour in others. For example, a member
of the ensemble with a very low value of the entrainment rate coefficient was kept in
the ensemble of Murphy et al. (2004) despite being numerically unstable without flux-
adjustment and which showed a stratospheric water vapour response to warming that
was substantially larger than the observed response, and hence arguably unrealistic
(Joshi et al., 2010). An alternative approach is to run the GCM in forecast mode, i.e.
starting from observed initial atmospheric conditions, and measure the deviation of the
simulated atmospheric column from observations over the course of a few days of sim-
ulation (Rodwell and Palmer, 2007). If the PPE member changes the structure of the
variables throughout the atmospheric column substantially from observations the mem-
ber can be ruled unrealistic and excluded, although defining a multi-variate measure
that excludes unrealistic models but retains an appropriate fraction of the ensemble
may be challenging. Another, more simple, approach is that of Edwards et al. (2011),
who outlined a “pre-calibration” approach for testing the “plausibility” of model output;
a set of lenient physical criteria are defined such that the member should be deemed
implausible if it fails to satisfy any of these loose criteria and those members which
remain should be considered plausible representations of the system. For example, in
their study on the Atlantic overturning circulation response to warming, a model was
judged plausible based on whether its ocean temperature, salinity, and maximum At-
lantic streamfunction fell within a broad range of “physical” values. In this study we do
not attempt to rank the ensemble members but we apply the simple and transparent
pre-calibration approach of Edwards et al. (2011) to test whether or not the ensemble
members display “plausible” representations of the climate system.

To illustrate the importance of such ensemble selection criteria on climate projections
we will take the example of climate sensitivity, i.e. the equilibrium temperature response
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to doubling CO,, which is one of the key uncertain aspects of the climate system. The
GCMs investigated by the IPCC AR4 surveyed climate models that showed a reason-
able similarity to observed climate and these models had a range of climate sensitivities
of between 2.1°C and 4.4°C, with a mean value of 3.2°C (IPCC, 2007). These GCM
results, along with other evidence, led to the IPCC stating that climate sensitivity was
“likely to be in the range 2.0 to 4.5°C with a best estimate of about 3°C”, i.e. greater
than 66 % probability of being in this range (IPCC, 2007). Perturbed parameter en-
sembles have reported much broader ranges of climate sensitivity than those in the
IPCC AR4 multi-model ensemble, e.g. Stainforth et al. (2005) found acceptable model
versions with climate sensitivities from 2.0-11.0°C, a range which Piani et al. (2005)
constrained using observational data finding a mean climate sensitivity of 3.3°C, with
5% and 95 % confidence bounds of 2.2 and 6.8 °C, respectively. The choice of priors
for the parameter ranges plays an important role for PPEs, as does the choice of using
a uniform prior on the climate sensitivity or feedback parameter (Frame et al., 2005).
Flux adjustments effectively removes constraints on the model behavior, by for example
cancelling an imbalanced top-of-atmosphere radiative budget by adding a heat flux to
the surface ocean, and allow models with arguably implausible behavior to be retained.

1.3 Obijectives of this study

In this study we develop a perturbed parameter ensemble (PPE) using the fully-coupled
AOGCM HadCM3 without applying flux adjustments. Our study follows on from the
work of (Gregoire et al., 2010) who used a Latin Hypercube sampling scheme to tune
a low resolution GCM (FAMOUS). Here we adapted this approach to a more compu-
tationally expensive GCM, by estimating the equilibrium temperature response to the
parameter perturbations using the method of (Gregory et al., 2004). We test an ef-
ficient approach to initially select members, which excludes ensemble members that
are expected to deviate too far from the observed global mean temperature of the pre-
industrial in response to their parameter perturbations. The objective is to produce an
ensemble of tens of members which have “plausible” behavior when compared against
846
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a number of key metrics drawn from a comparison with observations and the mem-
bers of the World Climate Research Program’s (WCRP’s) Coupled Model Intercompar-
ison Project phase 3 (CMIP3) multi-model dataset, e.g. global mean temperature, pole
to equator gradient and Atlantic Overturning strength. The behavior of the remaining
members of the ensemble is then evaluated at elevated CO, levels. The methodol-
ogy and selection approach are then discussed. The rest of the paper is laid out as:
methodology in Sect. 2, results and evaluation in Sect. 3, and discussion in Sect. 4.
Supplement is included which consists of 3 tables that detail the parameter values and
some measures of performance for all members of the ensembile.

2 Methodology
2.1 HadCM3 model description

The fully coupled atmosphere-ocean general circulation model (AOGCM) used in this
paper is HadCM3 (Gordon et al., 2000). HadCM3 has been used in the IPCC third
and fourth assessment reports (Houghton et al., 2001; Solomon et al., 2007) and per-
forms well in a number of tests relative to other global GCMs (Solomon et al., 2007;
Covey et al., 2003). The speed of HadCM3 compared to the newer state of the art
Met Office Model HadGEM2 (Collins et al., 2011), makes it a powerful tool for multi-
millenial scale climate studies. It is also ideal for uncertainty analysis studies using
perturbed physics ensembles such as the one presented here. The horizontal reso-
lution of the atmospheric model is 2.5° in latitude by 3.75° in longitude, with 19 ver-
tical layers. The atmospheric model has a time step of 30min and includes many
parameterizations representing sub grid-scale effects, such as convection (Gregory
and Rowntree, 1990) and boundary-layer mixing (Smith, 1993). The spatial resolution
in the ocean is 1.25° by 1.25°, with 20 vertical layers. The ocean model component
uses the Gent and McWilliams (1990) mixing scheme, and there is no explicit hori-
zontal tracer diffusion. The sea-ice model uses a simple thermodynamic scheme and
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contains parameterizations of sea-ice drift and leads (Cattle and Crossley, 1995). We
employ the Met Office Surface Exchange Scheme (MOSES) 1 land surface scheme
(Cox et al., 1999), which accounts for terrestrial surface fluxes of temperature, mois-
ture and radiation. MOSES includes 4 soil layers recording temperature, moisture and
phase changes, a canopy layer and a representation of lying snow. The representa-
tion of evaporation includes the dependence of stomatal resistance on temperature,
vapour pressure and CO, concentration (Cox et al., 1999). Each grid cell has surface
properties; roughness length, snow-free albedo, etc., which reflect the vegetation cover
present, as derived from the Wilson and Henderson-sellers (1985) dataset.

2.2 Ensemble design

A relatively small number of simulations will be possible as we are using a fully-coupled
AOGCM which will require a considerable spinup. Therefore, to allow for a reasonable
coverage of parameter space only a small nhumber of parameters are chosen. The
greater the number of parameters included in an ensemble the more aspects of the
parametric uncertainty in the model can be assessed, however, with a greater number
of parameters there is a larger parameter space. One way to quantify the coverage of
parameter space that a given ensemble represents is to imagine dividing each param-
eter range into two halves, “low” and “high”, thus there are 2° combinations of “low”
and “high” for p parameters. If we start with an ensemble of 200 members, a number
judged to be computationally feasible for short runs of this model, 78 % of the “halves”
of an 8 parameter space can be covered but only 20 % of the “halves” of a 10 param-
eter space and only 5% of a 12 parameter space. We chose to start with an initial
ensemble of 200 members and chose to modify only 8 parameters to strike a balance
between coverage of parameter space and the number of important parameters.

We chose to vary atmospheric, oceanic and sea ice parameters (Table 1). These
include the 6 atmospheric parameters modified in Stainforth et al. (2005), the entrain-
ment rate coefficient (ENTCOEF), the ice-fall speed (VF1), the critical relative humid-
ity (RHCRIT), the droplet to rain conversion rate (CT), the droplet to rain conversion
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threshold over land and sea (CW_LAND/SEA, two parameters that are perturbed as
one), the empirically adjusted cloud fraction (EACF); the minimum sea-ice albedo at
melting point (ALPHAM); and the background vertical ocean diffusivity parameter (VD-
IFF, consisting of two parameters perturbed as one) used in Collins et al. (Collins et al.,
2007). The 6 parameters modified in Stainforth et al. (2005) were chosen for the large
impact that these parameters have on climate sensitivity (Rougier et al., 2009). The
sea-ice low albedo (ALPHAM) parameter was added as it is expected that this ensem-
ble will be used for paleo-climate simulations of glacial times where sea-ice parameters
may play a more important role than in the modern day or future (Gregoire et al., 2011).
The vertical ocean diffusivity parameter was added, as this was the ocean parameter
found to have the most significant effect on the transient climate response of HadCM3
(Collins et al., 2007; Brierley et al., 2010).

The range for all parameters except for VDIFF were taken from the expert elicitation
in Murphy et al. (Murphy et al., 2004); however the lower ranges of EACF and ALPHAM
were extended by 20 % as the standard version of HadCMS3 sits at the lower limit for
these parameters. It was reasoned that if the parameter values of the standard version
of HadCMS3 are reasonable, small deviations from these values should be reasonable
too. The VDIFF parameter consists of the initial surface background diffusivity and
a rate of increase of diffusivity with depth which were varied together as in Collins
et al. (2007) and Brierley et al. (2010). All parameters are sampled using a uniform prior
on parameter value except for VDIFF which uses a uniform prior on the power of the
parameter value, i.e. the initial diffusivity and the rate of increase of diffusivity vary as 2*
and 4%, respectively, where x varies uniformly from —1 to 1. This choice for the VDIFF
parameter was made after discussions with the author of a study which presented an
expert elicited range for this parameter (C. Brierley, personal communications, 2012).

To select parameter combinations a maximin latin hypercube sampling technique
was used and 200 combinations of the 8 parameters drawn (Gregoire et al., 2010;
Tang, 1994). To generate a latin hypercube each parameter range is divided into 200
sections with one point drawn from each of the sections of each parameter, ensuring
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that there is no repetition, and giving good univariate separation between members.
There are many possible latin hypercubes which satisfy these conditions and a better
sampling is possible with the maximin latin hypercube approach. Maximin latin hyper-
cube sampling adds the requirement that each point drawn must be as far from previ-
ous points as possible, thus ensuring a greater multivariate separation of the ensemble
members. At this stage each point is defined as a small region of parameter space
between the minima and maxima of its respective parameter sections. To get a defini-
tive value for each of the point’s parameter co-ordinates a random value between the
minimum and maximum of each section of each parameter is found in turn. Thus we
have 200 well-spaced parameter value drawn from across the 8 dimensional parameter
space.

2.3 Experimental setup

To select members for our final ensemble, we applied a low-cost selection criterion to
these initial 200 members. Instead of running each one of the 200 ensemble members
for several hundred years to equilibrium, we only ran them for 20yr. We then pro-
jected the equilibrium temperature of the model runs using the approach of Gregory
et al. (2004) and discarded all ensemble members that had projected temperature out-
side a plausible temperature range. All simulations were started from the end of a many
thousand years long pre-industrial spin-up of the standard version of hadCM3 (i.e. with
standard parameter values). Around half of the simulations failed to complete these first
20yr and these failed members could not be used for further simulations. HadCM3 is
known to be not entirely stable across its parameter space (Rougier et al., 2009), and
without flux-adjustment some otherwise stable simulations have been found to give
a simulation so unrealistic that they eventually became numerically unstable (Murphy
et al., 2004).

To make the equilibrium temperature response projections we assume that the
change in parameters caused an instantaneous change in radiative forcing, an ap-
proach which has previously been applied to perturbed parameter ensembles (Joshi
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et al., 2010; Shiogama et al., 2012). The projection of temperature and the initial ra-
diative forcing is made from a linear regression of the temperature and the TOA radia-
tive imbalance, in the manner of Gregory et al. (2004). We kept only members which
were projected to have equilibrium pre-industrial global-mean temperature within 2°C
of the estimated pre-industrial temperature of 13.6 °C (Jones et al., 1999; Brohan et al.,
2006), which form the PPE. The range of £2.0°C was decided upon as being approxi-
mately equal to the largest difference between the pre-industrial absolute temperature
of a member of the CMIP3 ensemble (i.e. —1.8°C) and similar to the spread of 3.3°C
(Meehl et al., 2007b).

The members which passed this selection criterion formed the final PPE ensemble
and ran some further simulations. As we are modifying the ocean and atmosphere of
the model we follow the procedure outlined in Collins et al. (2007), of running a 500 yr
spin-up to allow the model’s temperature to approach close to the equilibrium value
but due to computational constraints not long enough to equilibrate the deep ocean
(this is even true for the standard published HadCM3 which also exhibits some small
drift in deep ocean temperatures). After the spin-up 3 further simulations were started,
a 300yr pre-industrial control run, a 150 yr simulation with an instantaneous quadru-
pling of CO, (4 x CO,) and a 150yr simulation with CO, rising by 1% per annum
(1%CO0O,).

3 Results
3.1 Initial selection on projected temperature response

The initial selection of the PPE was based on the projected temperature, Fig. 1a, b
shows the projected temperature and estimated initial top-of-atmosphere radiative im-
balance of the initial 200 members. A large number of the simulations failed to complete
but there was no clear relation between failure to complete this first 20 yr and any indi-
vidual parameter. Around three quarters of the simulations which completed the 20 yr
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pre-industrial control simulations had very large changes in TOA radiative balance and
were projected to warm or cool rapidly, deviating greatly from the observed global-
mean pre-industrial temperature. Figure 1c shows the projected temperature from the
first 20 yr and the temperature after 800 yr of pre-industrial control run for each of the
27 members which were projected to be within £2.0°C of the observed pre-industrial
temperature of 13.6°C (Brohan et al., 2006; Jones et al., 1999). Most of the mem-
bers of the PPE are close to their respective projected temperatures but two warmer
members, and a single cold member, are clearly outside of the range, with three fur-
ther runs within 0.2 °C of the target range. This discrepancy between the projected and
realized temperature response arises for three reasons: internal variability that affects
the projections, a change in the atmosphere-ocean heat exchange (discussed in the
next section) and the assumption that the parameter perturbation acts like an instan-
taneous radiative forcing perturbation does not hold completely and breaks down for
some parameter perturbations (Joshi et al., 2010). Of the 27 members selected by the
Gregory method ~ 80 % remained within the target window, the application of this ap-
proach avoided the need to run the tens of initially rejected members to equilibrium,
saving substantial amounts of computing time.

The final ensemble (hence, PPE) consists of 21 accepted members, including the
standard configuration, with an additional 6 failed members. The failed members will
be retained and shown only in plots that illustrate the role of the parameters. Supple-
mentary Table 1 lists the parameter values and the pre-industrial temperature anomaly
from observations of each of the members of the PPE with the members which failed
the selection criterion marked.

3.2 Pre-industrial spinup

Overall, we ran 800yr of pre-industrial conditions with the final ensemble of 21 suc-
cessful and 6 failed members. Figure 2 shows the evolution of a number of variables
over the course of the 800 yr pre-industrial control runs. Figure 2a, b shows that most
members of the PPE behave as if an instantaneous radiative forcing had been applied,
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in other words, they follow an asymptotic approach to a new equilibrium temperature
and the radiative imbalance is decaying to zero. One member has a markedly higher ra-
diative imbalance which is at 0.5 Wm™ at the end of the control run but remains within
the target temperature range after 800 yr. The change in precipitation, Fig. 2c, shows
both fast and slow changes in precipitation. We see a rapid adjustment to the altered
atmospheric conditions followed by a temperature driven change in precipitation (Bala
et al., 2010). The sea-ice area, Fig. 2d, changes quite significantly, with the warmer
members losing up to a third of their sea-ice, and some members gaining sea-ice area.
Figure 2e shows the ocean temperature at 2.7 km; all the members of the ensemble
show a trend in temperature which is not diminished at the end of the 800yr. In fact,
even the standard HadCM3 simulation, run from the end of a very long spin-up without
parameters being perturbed still shows a slight cooling. Figure 2f shows the evolution
of the maximum meridional circulation in the Atlantic; most members remain close to
the standard model’s condition with an overturning strength of ~ 18 Sv but a number of
members show increased overturning of around ~ 25 Sv and some also show a large
increase in variability. Although the surface variables appear to be near equilibrium
after 800 yr of pre-industrial control simulation, the deep ocean temperature and the
overturning are not.

The parameters that have previously been found to have the largest role in control-
ling climate sensitivity in the HadCM3 model are also found to exert significant control
over the equilibrium pre-industrial temperature (Rougier et al., 2009; Sanderson et al.,
2008). Figure 3 shows that the entrainment rate coefficient (ENTCOEF) and the ice fall
speed (VF1) have the greatest influence on pre-industrial temperature, with low values
of both parameters tending to give warmer conditions. However the coldest failed mem-
ber of the PPE has the lowest value of ENTCOEF and one of the highest value of VF1,
which finds some agreement with the results of Sanderson et al. (2008) who found that
this combination led to a member with very low climate sensitivity. Figure 4 shows that
VF1 also exerts a strong control over the cloud fraction in the control runs with lower
values of VF1 having a cloud fraction greater than 55 % and the highest values of VF1
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having a cloud fraction lower than 50 % as seen in other studies (Wu, 2002; Sander-
son et al., 2008). A regression of the sea-ice low albedo parameter (ALPHAM) and
surface air temperature against the pre-industrial sea-ice fraction shows that surface
air temperature plays a much more significant role in determining the sea-ice fraction
than ALPHAM. The effect of these and other atmospheric parameters on the HadCM3
model have been explored in detail by a number of other studies and so the interested
reader should refer to these for further information (Collins et al., 2006; Murphy et al.,
2004; Sanderson et al., 2008; Knight et al., 2007).

Figure 5 shows that higher values of ocean vertical diffusivity (VDIFF) are associated
with more positive radiative imbalance in the pre-industrial control, despite not directly
affecting the global energy budget. For high values of the VDIFF parameter more en-
ergy is absorbed by the ocean (up to ~ 1.4Wm™2 compared with ~0.6Wm~2 in the
standard model), absorbing energy that would otherwise have warmed the model sur-
face (the opposite is also true for low values of VDIFF with up to ~0.15Wm~? less
energy absorbed by the ocean). However, high values of VDIFF on its own have been
found to have an opposite effect, raising global mean temperatures even if by only a few
tenths of a degree (Collins et al., 2007; Brierley et al., 2010). It is likely that this asso-
ciation between high values of VDIFF and higher pre-industrial temperatures is due
to VDIFF mitigating the initial rate of temperature change (C. Brierley, personal com-
munications, 2012). It has been found that high values of VDIFF cause an increase
in the flux of energy into the oceans in the initial years and so may act to keep mem-
bers, that would have otherwise warmed too fast, close to the observed pre-industrial
temperature (Brierley et al., 2010), and vice versa.

The deep ocean has not adjusted fully to the parameter perturbations by the end of
the pre-industrial control; Fig. 2 shows that the ocean is not in equilibrium but signifi-
cant changes in the ocean have occurred by the end of the 800 yr pre-industrial control.
Figure 6 shows the depth profile of the ocean potential temperature and salinity at the
end of the simulations, showing that the condition of the ocean has changed markedly
across the ensemble. Changes in ocean temperature at depth are determined more by
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the atmospheric variables than by the vertical diffusivity parameter (not shown). How-
ever, Fig. 7a shows that Atlantic overturning strength is associated with VDIFF, with
the members with the highest values of VDIFF showing a large increase in overturning
whereas the members with a standard or low value of VDIFF show little change; this
matches the results of Brierley et al. (2010). This is despite the fact that members of
the PPE with the highest values of VDIFF also have the warmest control run simula-
tions and a warmer climate is expected to weaken overturning due to the increased
freshwater flux at high latitudes and reduced sea-ice formation (see Fig. 7) (Solomon
et al., 2007).

3.3 Comparison of PPE with CMIP3 ensemble

Figure 8 shows the annual and zonal mean state of the pre-industrial climate in the
PPE and compares this with the CMIP3 ensemble (Meehl et al., 2007b). Figure 8a, b
shows that the zonal mean temperatures of the PPE and the CMIP3 ensemble show
a similar distribution. However, there are PPE members that are a few degrees warmer
in the tropics than any of the CMIP3 ensemble. The zonal precipitation, Fig. 8c, d, of the
PPE shows a similar overall structure but much less variance than the CMIP3 ensem-
ble. All members of the PPE show a sharp peak in precipitation north of the equator
with many of the ensemble members exceeding the CMIP3 range in this region. The
TOA radiative imbalance, Fig. 8e, f, of the PPE is similar to the CMIP3 ensemble except
near the equator where there is a greater spread than in the CMIP3 ensemble. Figure 9
shows the anomaly between the PPE members and the CMIP3 ensemble and how this
compares to the spread seen in the CMIP3 ensemble for the same variables shown in
Fig. 8. This figure makes clear that some members show behavior in the Tropics that is
clearly outside the range of behavior seen in the CMIP3 ensemble. Overall the temper-
ature constraint has been sufficient to produce a PPE that shares similar features with
the CMIP3 ensemble and only a few of the members which passed the selection crite-
ria would stand out amongst the CMIP3 models. We believe that the members of the
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PPE are thus plausible representations of the climate system and useful as a means
of investigating parametric uncertainty in model studies of the climate.

Most of the parameters that were perturbed in the PPE were related with uncertain
atmospheric properties, particularly convection and clouds, and so differences within
the ensemble are expected to be greatest in the atmospheric column. Figure 10 shows
a comparison between the vertical temperature and specific humidity profile of the PPE
and the CMIP3 ensemble (Meehl et al., 2007b). The PPE shows little spread in the ver-
tical temperature profile except at the surface in contrast to the CMIP3 ensemble which
shows the opposite, with general agreement at the surface and a large spread of tem-
peratures at higher altitudes. This must in part be due to the wider spread in control
surface air temperatures in the PPE and indicates that the PPE has not substantially
perturbed the dynamics that control upper atmosphere temperature in HadCM3. In
Fig. 10c the PPE shows a broad spread of behavior in the humidity profile, with the
greatest spread at the highest altitudes (note that humidity is plotted on a logarithmic
scale). Both the PPE and the CMIP3 ensemble show humidity declining with altitude
until around 100 mB where it reaches a value of order one ppm. Beyond this point
most members of the CMIP3 ensemble show near constant humidity or variations in
humidity smaller than one order of magnitude whereas the PPE members’ response
varies from a more or less constant humidity to a continued decline to parts per bil-
lion of water vapour. The parameters perturbed in the PPE have had little effect on
the vertical temperature profile, clearly not covering the range of behavior shown in
the CMIP3 ensemble. For humidity the parameter perturbation has had a greater ef-
fect with the PPE covering a range of specific humidity concentrations broader than
that seen in the CMIP3 ensemble. These changes indicate that although six key atmo-
spheric parameters have been perturbed, the PPE does not cover the range of different
upper atmospheric behavior seen in the CMIP3 ensemble, as has been noted for other
HadCM3 ensembles (Collins et al., 2010).

Water vapor accounts for about 60 % of the natural greenhouse effect for clear skies
(Kiehl and Trenberth, 1997), and water vapor at high altitudes is disproportionately
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responsible for this natural greenhouse effect despite the much lower concentrations of
water found at high altitudes (Solomon et al., 2007). Absorption of longwave radiation
scales approximately with the logarithm of concentration of water vapour, an absolute
change in water vapor concentration at the drier high altitudes, where the water vapor
absorption bands are not saturated, is more significant than at the moist lower altitudes
(Forster and Shine, 2002; IPCC, 2007). As the planet warms in response to elevated
CO, concentrations the water vapor concentration in the atmosphere is expected to
rise, increasing the water vapor greenhouse effect, and warming the planet further;
this water vapor feedback is believed to be one of the most important radiative forcing
feedbacks in the climate system (IPCC, 2007). For the PPE there is a large range
of specific humidity concentrations at high altitudes which constitutes a large range of
changes in humidity from the standard model configuration and so a large change in the
water vapor greenhouse effect (Held and Soden, 2000; Forster and Shine, 2002; Joshi
et al., 2010). Despite these large changes in the water vapor greenhouse effect across
the PPE most members have remained within 2.0°C of the pre-industrial observed
surface air temperature.

3.4 Evaluation of pre-industrial performance

We now evaluate the behavior of the HadCM3 PPE with the “plausibility” approach of
Edwards et al. (2011) in mind, using the CMIP3 ensemble as the basis for judgments
of plausibility. The behavior of the PPE will be evaluated with a small number of global-
scale metrics and by comparing the vertical profiles and zonal-mean averages of the
PPE to the CMIP3 ensemble. Supplementary Table 2 shows the response of every en-
semble member for the following global-scale metrics: global mean temperature, pole
to equator temperature difference (i.e. the average from 60° N to 90° N and between
30° S and 30° N), global mean precipitation, maximum overturning strength in the At-
lantic, pre-industrial humidity at 100mB and at 10 mB. After 800 yr of pre-industrial
control 6 of the PPE members were found to fall outside the target temperature of
13.6 £ 2°C. If we take the Atlantic overturning circulation as another constraint we find
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2 accepted members of the PPE with a relatively high value of 25 Sv but all others are
within the range of 12—24 Sv, given as the largest observational range in the IPCC AR4
(Meehl et al., 2007a). At high altitude a wide range of values for specific humidity are
found in both the PPE and the CMIP3 ensemble, with the PPE results mostly within the
range of the CMIP3 ensemble, the exception being that almost half the members of the
PPE have a specific humidity at 10 mB lower than any of the members of the CMIP3
ensemble. This does not seem problematic as the CMIP3 ensemble spans a broad
range of very low humidity values from ~ 10 ppb to ~ 1000 ppb at 10 mB. A crude com-
parison of the zonal mean climatology of the PPE and the CMIP3 ensemble shows that
the behavior of most of the members of the PPE is within the range seen in the CMIP3
ensemble and so could be judged to be consistent with previous work, see Fig. 9. Ex-
ceptions to this are found in the zonal temperature and radiative balance plots where
some accepted members stand out clearly from the CMIP3 ensemble range, and for
precipitation where many members show a peak in precipitation north of the equator
that is beyond the range seen in the CMIP3 ensemble. Even though some members
fall outside the CMIP3 range, we judge that they are still plausible, and we retain all
members which passed the initial selection criterion.

3.5 Elevated CO, experiments

Figure 11 shows the change in the vertical profile of some atmospheric variables with
height at the end of the 150 yr quadrupled CO, level simulations. All members of the
PPE show a temperature response to CO, that is broadly in line with the CMIP3 mod-
els (IPCC, 2007), i.e. a warming in the troposphere, a rise of the tropopause, and
a cooling of the stratosphere. There is a wide spread of temperature response but all
members show a peak warming in the mid-troposphere which is roughly proportional
to the surface warming. At higher altitudes most members of the PPE show the same
cooling of ~12°C despite the spread of ~4°C in the surface temperature signals of
these members; however, one accepted member shows a much greater surface warm-
ing and a greater high altitude cooling than all other accepted members. Figure 11c, d
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shows the changes in specific humidity; up to 100 mb the humidity increases for all
members in a similar way, with the warmer runs showing a greater increase in humid-
ity. At higher altitudes there is a very broad range of response with many members,
including the standard model, showing humidity decreasing to a tenth, or even a hun-
dredth, of the pre-industrial value and others showing a ten to a hundred fold increase
in humidity. The specific humidity in Fig. 11 is plotted as the logarithm of the change
from the pre-industrial, as the change in radiative effect scales with the logarithm of
the moisture content (IPCC, 2007). However, the absolute humidity level determines
the absolute magnitude of the radiative contribution of high altitude humidity and only
the two warmest accepted models show specific humidities greater than 1 ppmv. Most
models of the CMIP3 ensemble show a doubling or tripling of upper level humidity on
doubling CO, concentrations (although this excludes the HadCM3 model which shows
a drying) (Meehl et al., 2007b), much smaller than the 10 to 100 fold increase of some
members of the PPE. Figure 11e, f shows that for most members over most of the at-
mospheric column the absolute change in relative humidity is less than 5 % (excluding
around 150 mb, where changes in tropopause height are evident) but above 50 mB the
warmest ensemble member shows relative humidity values greater than 10 % where
most members have a relative humidity approaching zero and very low concentrations
of water vapour (~ 100 ppbv). The warmest and second warmest accepted members
(the solid yellow and dashed dark brown lines) stand out in the specific and relative
humidity plots at altitudes above 100 mB, showing specific humidity levels of order 100
and 10 times greater than the mean response and relative humidities of order 10 % and
1 % where other models show effectively 0 % relative humidity. This suggests that the
mechanism behind the high climate sensitivity of these models is related to the high
altitude humidity response.

The entrainment rate coefficient (ENTCOEF) plays the greatest role of any of the pa-
rameters in controlling high altitude humidity, as it controls the mixing of warm, moist,
convecting air packets with their surroundings (Sanderson et al., 2008; Rougier et al.,
2009; Murphy et al., 2004), and thus the mechanism by which water vapour can reach
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the upper atmosphere. These changes in upper atmospheric humidity constitute a ra-
diative feedback which could amplify the warming from elevated CO, levels (Sanderson
et al., 2008; Forster and Shine, 2002; Joshi et al., 2010; Sanderson, 2011). Figure 12a—
¢ shows the specific and relative humidity in the pre-industrial control simulations vary
as a function of ENTCOEF; low values of ENTCEOF are associated with high specific
humidities in the upper atmosphere as has been seen in other studies, for example at
100 mB members with values of ENTCOEF below 2.0 show specific humidities around
double the values of the rest of the ensemble (Joshi et al., 2010; Sanderson et al.,
2008; Sanderson, 2011). Figure 12d—f shows how ENTCOEF is associated with high
altitude humidity in the 4 x CO, simulation; members with a value of ENTCOEF below
2.0 show specific humidities of order 10 ppmv at 30 mB whereas for moderate and high
values of ENTCOEF specific humidity is less than 1 ppmv at this altitude. Figure 12g, h
shows that only the members with the largest increases in temperature at 4 x CO,
show very large changes in high altitude humidity. Such large changes in humidity at
high altitude will increase the member’s greenhouse effect and will therefore act as
a positive feedback warming the members further (Held and Soden, 2000; Forster and
Shine, 2002; IPCC, 2007; Joshi et al., 2010). These amplified changes in high altitude
humidity seem to occur at values of the entrainment coefficient of 2.5 or less with the
largest changes occurring in members with an entrainment coefficient of 2.0 of less.
The role of the ice fall speed parameter (VF1) must be mentioned as this interacts
strongly with ENTCOEF by controlling the sink for high altitude humidity through ice
particle sedimentation. The climate sensitivity of HadCM3 has been found to be much
greater for these low values of the entrainment coefficient, and the climate sensitiv-
ity rises rapidly for levels below the standard value of 3.0 (see Fig. 6 of Sanderson
et al. (2008) and Fig. 6 of Rougier et al. (2009)), seemingly agreeing with the sug-
gestion of Joshi et al. (2010) that the high altitude humidity of a low entrainment rate
coefficient HadCMS3 simulation was responsible for its extremely high climate sensitiv-

ity.
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In the quadrupled CO, simulations all members of the PPE are still warming some-
what after 140 yr with the warmest accepted run showing a rate of warming of ~0.4K
per decade in the last 50 yr, see Fig. 13a. The warmest accepted run has a residual ra-
diative imbalance more than 1 Wm™ greater than the ensemble mean of ~ 1.6Wm™
after 140yr. A similar trend can be seen in the 1% CO, per annum experiment,
Fig. 13b, d, with the warmest run building up a greater radiative imbalance by the end
of the run than the rest of the PPE, and showing a greater than linear trend in tempera-
ture rather than the linear response seen in the other members. These radiative forcing
and temperature results suggest that the warmest run is not following the linear rela-
tion between initial radiative forcing and equilibrium temperature response suggested
by Gregory et al. (2004), as seen by Joshi et al. (2010) for a low ENTCOEF run. For
both the 4 x CO, and 1% CO, experiments the precipitation response roughly follows
the temperature trend (Fig. 13e, f), with the 4 x CO, members showing an initial sharp
reduction in ensemble mean precipitation to around -0.12 mmday'1 which recovers
as the temperature rises (Bala et al., 2010). We also find that the members with the
highest pre-industrial temperature are the members which warm the most at 4 x CO,,
see Fig. 14 for details.

Estimates of the equilibrium temperature response and initial radiative forcing of the
4 x CO, simulations are possible by following the method of Gregory et al. (2004) and
applying a linear fit over the first 50 yr, as was applied for the 20 yr pre-industrial pre-
calibration. Carrying out a regression on the joint evolution of temperature and radiative
imbalance is expected to provide an estimate of the initial radiative forcing perturbation
and a final equilibrium temperature. This approach works for most members of the
PPE, which show some deviation from the 50 yr linear fit, but for a number of the low
ENTCOEF members (most of which failed the initial selection criterion) this relationship
breaks down. The warmest run deviates substantially from the initial 50yr linear fit
and in the later years of the simulation shows increases in temperature without the
expected reduction in TOA radiative imbalance (not shown). The mechanism causing
this deviation is not certain but may be due to the very large increases in humidity in the
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upper atmosphere of members with low ENTCOEF members in response to warming.
Most of the low ENTCOEF runs, which show this deviant warming, are outside of the
pre-industrial target temperature window after the 800 yr pre-industrial control run but
the warmest accepted run shows the greatest increase in temperature and is well within
the temperature window in the pre-industrial.

The projected equilibrium temperatures of the 4 x CO, simulations (4 x CS) are
shown in Fig. 15a. These are found from a 150 yr linear fit applied in the same way as
in the temperature and radiative forcing projections discussed above. This longer fitting
period was applied to capture some of the deviation that the members with the greatest
warming show. Most accepted ensemble members have a 4 x CS in the range of 6.5—
10.5 °C, with the warmest accepted member having an estimated 4 x CS of 35°C due
to the breakdown of the linear relation between increasing temperatures and decreas-
ing TOA radiative imbalance. The temperature of the 1% CO, simulations at the time
at which CO, levels have quadrupled (year 140), 4 x TCR, is shown in Fig. 15b. We
find that most PPE members have a ratio of roughly 2 : 3 between their 4 x TCR and
4 x CS values, see Fig. 14. This comparison does not work for the warmest accepted
run due to the breakdown of the “Gregory plot”, linear relationship between tempera-
ture and TOA radiative imbalance (Gregory et al., 2004). If the low ENTCOEF runs are
excluded, we find a clear correlation between low values of 4 x TCR and high values of
VDIFF despite there being no correlation between VDIFF and 4 x CS (again excluding
the low ENTCOEF members). This follows from the fact that higher values of VDIFF
should lead to a greater transport of heat to depth and matches the results of an earlier
study into the effects of VDIFF and other ocean parameters (Collins et al., 2007).

It is possible to estimate the initial precipitation response and an equilibrium “hydro-
logical sensitivity” for the 4 x CO, simulations by following the method outlined in Bala
et al. (2010), for these calculations a 50 yr linear fit is made to the joint evolution of pre-
cipitation and temperature. The response of precipitation to changes in radiative forcing
has been considered to consist of a fast component or “precipitation adjustment”, corre-
sponding to a change in the patterns of latent and specific heating particular to the type
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of forcing, and a more or less independent slow component, that depends on the global
mean temperature (Andrews et al., 2010; Bala et al., 2010). This slow, temperature-
driven, component has been called the “hydrological sensitivity” and is measured in
percentage change per degree of warming (Bala et al., 2010; Andrews et al., 2010).
The PPE shows a range of both fast and slow behavior to the 4 x CO, forcing with
a “fast” reduction in precipitation of between -4.8 to —7.0 %, and a hydrological sen-
sitivity of between 1.8 t0 2.3%°C™" (excepting the warmest accepted member which
has a value of less than 1.6 %°C‘1), see Fig. 15¢, d. At 2 x CO, Andrews et al. (2009)
showed an ensemble mean hydrological sensitivity of 2.8%°C~" and a mean precipi-
tation adjustment of 2.5 % for the CMIP3 models they considered, but in line with our
HadCM3 PPE results they find a hydrological sensitivity of 2.2 %°C™" and a precipita-
tion adjustment of 3.0 % (roughly half the 4 x CO, value shown here as expected) for
the HadSM3 model.

3.6 Evaluation of response at 4 x CO,

The PPE response to the 4 x CO, and 1 %CO, simulations is now evaluated for plausi-
bility and compared to the CMIP3 ensemble response to elevated CO, concentrations.
Supplementary Table 3 lists the climate sensitivity and transient climate response at
4 x CO, (4 x CS and 4 x TCR) and the global mean humidity response at 100 mB and
10mB. Excluding one member, the accepted members of the PPE show a range of
4 x CS between 6.5 and 10.5°C which is on the high side when compared to the likely
range reported in the IPCC: 4.0 to 9.0°C (after doubling to account for the higher CO,,
level used here). One accepted member shows a very high projected value of 4 x CS
value of > 35°C, in fact the member does not appear to be converging on an equilib-
rium temperature in the way anticipated by the Gregory method (Gregory et al., 2004),
i.e. with TOA radiative imbalance not reducing despite rapidly rising temperature. This
warmest member also shows by far the lowest value for the hydrological sensitivity,
with a value of less than 1.6 % °C~" far below the CMIP3 average of 2.8 %°C~" and the
standard HadCM3 value of 2.2%°C™" (Andrews et al., 2009).
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The high altitude humidity response at 4 x CO, differs substantially between the
members of the PPE with a number of the accepted members (and most of the failed
members) showing an upper atmosphere humidity response that is well outside the
range of responses seen in the CMIP3 ensemble at 2 x CO, (after doubling the val-
ues to make them comparable). At 100 mB, some members with high values of 4 x CS
show very large increases in specific humidity that are beyond the range seen in the
CMIP3 ensemble but at 10 mB, only the warmest member shows an increase in spe-
cific humidity beyond the range seen in the CMIP3 ensemble. This increase in high
altitude humidity is likely one of the drivers of the high values of climate sensitivity
in these members as it has a large effect on the TOA radiative balance (Forster and
Shine, 2002; IPCC, 2007). The ENTCOEF parameter has been shown to be linked to
these large changes in high altitude humidity and climate sensitivity in this paper and in
others (Joshi et al., 2010; Sanderson et al., 2008), therefore it is unsurprising that the
warmest member has the lowest value of ENTCOEF of any of the accepted members.
The warmest member and the member with the second highest climate sensitivity —
the two members with the lowest values of ENTCOEF — are also the members with
the highest values of high altitude specific and relative humidity at 4 x CO,, as can
be seen in Fig. 11 (these runs are shown as the solid yellow and dashed dark brown
lines). Most GCMs simulate a weak stratospheric humidity response to warming and
small changes in relative humidity throughout the atmospheric column (Colman, 2001;
Stuber et al., 2005), which is backed up by observations of recent warming (IPCC,
2007). Thus these implausibly large increases in upper atmospheric humidity in re-
sponse to elevated CO, levels, and the associated high climate sensitivities, seen in
the ensemble members with low values of ENTCOEF may be unrealistic (Joshi et al.,
2010).
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4 Discussion

This study has presented the methodology used to generate a perturbed parameter
ensemble using the fully-coupled AOGCM HadCM3 without flux adjustment and pre-
sented some analysis of these results. The goal has been to develop a research tool
that can be used to explore the role of parametric uncertainty in climate studies where
flux-adjustment is not appropriate. Heat, water and momentum flux adjustments cor-
rect for biases developing which prevents the model, or a member of an ensemble,
deviating too far from observations (Collins et al., 2006). However by not allowing mod-
els to drift, arguably unrealistic members of an ensemble will be maintained; for the
ENTCOEF parameter in HadCMS3 this has arguably led to exaggerated climate sen-
sitivity ranges as ensemble members with unrealistic climates are retained (Murphy
et al., 2004; Sanderson et al., 2008; Joshi et al., 2010). By removing flux adjustment
from the model, an additional physical constraint is applied to the model and by only
preserving model versions that are close to the observed pre-industrial temperature,
unrealistic model versions can be excluded. This approach has been criticized on the
grounds that it is an overly strong constraint, discarding many informative members of
an ensemble and would limit the range of parameters too much (Collins et al., 2006).
Our results challenge this criticism as we have produced an ensemble of 21 members,
without using flux-adjustment that spans most of the range of the 8 atmospheric, ocean
and sea-ice parameters we perturbed (supplementary Table 1 lists the parameter val-
ues and pre-industrial temperatures of the PPE after an 800 yr spinup).

To produce this perturbed parameter ensemble, an initial simple selection crite-
ria, based on the projected temperature response of the members from a 20yr pre-
industrial simulation, was applied which allowed a large number of initial parameter
combinations to be screened to exclude unreasonable members. This projection ap-
proach, based on the Gregory method (Gregory et al., 2004), was largely successful.
Only 6 of the 27 members of the ensemble members failed to remain within the target
temperature range of 13.6 + 2.0 °C after 800 yr of pre-industrial simulation (see Fig. 1c),
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corresponding to a success rate of 80 %. These deviations from the projection are likely
due to three different mechanisms: internal variability, the parameter perturbation not
acting simply as a change in forcing or feedback processes, and short-term absorp-
tion of energy by the ocean. Firstly, Internal variability affects projections based on
short timeseries and can be addressed with statistical tools or with repeated simula-
tions. Secondly, in this study we assumed that a change in parameter values would be
realized as an instantaneous change in radiative forcing and a change in the feedback
processes of the model (and thus amenable to the Gregory method of projecting equi-
librium temperature). However analysis by Joshi et al. (2010), indicate that perturba-
tions of the ENTCOEF parameter induce changes in the climate that do not follow the
linear relation between temperature and radiative forcing that is commonly assumed
(Gregory et al., 2004). Thirdly, we find evidence of an indirect interaction between the
vertical ocean diffusivity parameter and the projected pre-industrial equilibrium temper-
ature. Itis believed that the perturbation of the vertical ocean diffusivity parameter leads
to a short-term adjustment of the surface ocean heat content which for high values of
the parameter leads to a substantial absorption of energy from the atmosphere, see
Fig. 5. We thus advise that caution be exercised when applying the Gregory method
for projecting equilibrium temperature response to parameter perturbation experiments
due to potential non-linear feedbacks that can arise and the short-term ocean adjust-
ments that ocean parameter perturbations can induce (Gregory et al., 2004). However,
overall we believe our use of short-term projections using the Gregory et al. (2004) ap-
proach has been very successful, as running all 200 initial members for 800 yr would
have required ~ 160 000 model years as opposed to the ~ 25000 model years required
with our approach.

This study presents one of the only perturbed parameter ensembles to use a fully
coupled AOGCM without flux adjustment and as such the long-term nature of the re-
sponse of the ocean must be considered (Gregoire et al., 2010). We find that even
after an 800yr control the oceans of the members of the PPE are not fully adjusted
to these new conditions and so both the pre-industrial simulations and the elevated
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CO, simulations were run with an ocean not in equilibrium. The implication is that the
results found in this study may not perfectly match those that would be obtained af-
ter a full multi-thousands year spin-up. For high values of the ocean vertical diffusivity
parameter, VDIFF, increased absorption of energy into the oceans and lowered val-
ues of TCR have been found in a single-parameter perturbation experiment (Collins
et al., 2007). In this ensemble we find a selection artifact that connects high values of
this VDIFF parameter and higher pre-industrial temperatures, for the reasons outlined
above, and in addition we find an association between high pre-industrial temperatures
and higher values of climate sensitivity (see Fig. 9). As high values of VDIFF should
lead to lower values for TCR, due to the ocean absorbing more energy, and as our se-
lection artifact links high climate sensitivity and high values for VDIFF, this leads to the
PPE having a narrower range of TCR than would be the case if this selection artifact
was not present.

This initial selection criterion based on a temperature projection appeared to produce
an ensemble of models that behaved plausibly in the pre-industrial when compared to
the CMIP3 ensemble, however at elevated CO, levels it was found that one seem-
ingly plausible member produced an unphysical warming response at 4 x CO,. The
pre-industrial climates of the PPE were judged to be plausible representations of the
climate in the sense that they were roughly in line with the range of responses seen
in the CMIP3 ensemble but with a number of common biases shared with the parent
model, HadCM3. The exception to this general picture is that some members showed
temperature, precipitation and TOA radiative balance responses in the tropics that were
clearly beyond the range seen in the CMIP3 ensemble. Overall, the initial selection cri-
teria appears to have been very successful in that it removed all the members of the
PPE which exhibited pre-industrial climatic conditions that are clearly implausible.

The PPE response to quadrupled CO, and 1 % CO, per annum simulations was also
evaluated for plausibility and compared to the CMIP3 ensemble response to elevated
CO, concentrations and at this stage the warmest member was identified as an out-
lier. The greatest differences between members of the PPE are found in high altitude
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humidity where a number of the members, with low values of ENTCOEF, have spe-
cific humidity values 10—100 times higher than the standard model version between
100 and 10 mb which has a large effect on the TOA radiative balance (Forster and
Shine, 2002; IPCC, 2007). The very high climate sensitivities of the low ENTCOEF
runs are linked to these temperature driven increases in upper tropospheric and strato-
spheric specific and relative humidity (Joshi et al., 2010; Sanderson et al., 2008). The
mechanism behind this unchecked warming has not been definitively identified but one
plausible hypothesis presented in Sanderson et al. (2011) is that the large increases
in upper atmospheric humidity in response to warming in the warmest member con-
stitutes a very large, positive, clear-sky longwave feedback which comes to dominate
at higher temperatures . Most GCMs simulate a weak stratospheric humidity response
to warming and small changes in relative humidity throughout the atmospheric column
(Colman, 2001; Stuber et al., 2005), which is backed up by observations of recent
warming (IPCC, 2007). Our results for low entrainment rate members agree with those
of Joshi et al. (2010) and we concur with their assessment that the kind of response
seen in the low ENTCOEF members is unrealistic and as such the very high climate
sensitivities produced by these members should be viewed with extreme caution, see
Fig. 15. On these grounds we suggest revising the range for ENTCOEEF for future per-
turbed parameter studies with HadCM3 from 0.6—9.0 to 2.0-9.0, which would exclude
our warmest ensemble member. We note however, that plausible ensemble members
may be found for lower values of ENTCOEF given certain values for other parameters,
particularly VF1, given a sufficiently large sample of parameter perturbations.

The ensemble generation and selection process applied in this study is straightfor-
ward and generally successful. However a number of problems were identified. The
initial temperature selection criteria, was based on a straightforward projection from
a 20 yr simulation and was very successful in that it excluded models that were clearly
implausible due to being either too warm or too cold in the pre-industrial. The simple
evaluation of the longer pre-industrial simulations with global mean indicators failed
to exclude members which showed an implausible response at elevated CO, levels.
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Some members deviated markedly beyond the range of behavior seen in the CMIP3
ensemble in the Tropics but this was not considered in our simple selection approach.
Figure 9 shows that in the pre-industrial the members with the lowest values of ENT-
COEF, the warmest member and the member with the second highest climate sensitiv-
ity, both stand well outside the CMIP3 range in the Tropics, showing some of the largest
differences for temperature, precipitation and TOA radiative balance (the yellow solid
line and the dashed dark brown line). The simple global-scale evaluation of the PPE
at elevated CO, levels allowed implausible behavior in the ensemble to be identified,
specifically implausibly large increases in upper atmospheric humidity and extreme
warming in one member. These findings suggest that simple plausibility tests can be
used, firstly, to narrow down a broad range of parameter combinations and, secondly,
to exclude members with implausible climatic responses. We’d advise that a simple
plausibility approach, along the lines outlined in Edwards et al. (2011), is applicable to
PPEs of AOGCMs but that tropical conditions and the response to elevated CO, levels
should be included in such evaluations of plausibility.

5 Conclusions

This study presents the methodology and some initial results from the first perturbed
parameter ensemble (PPE) of a non-flux adjusted, fully-coupled CMIP3-era GCM. The
purpose has been to create a modestly-sized PPE to explore the effects of paramet-
ric uncertainty on climate and paleo-climate experiments. 200 different versions of the
HadCM3 model were generated with 8 continuous parameters varied. 21 ensemble
members of the HadCM3 model (Gordon et al., 2000), including the standard configura-
tion, were selected from these 200 using an estimation of the equilibrium pre-industrial
temperature to constrain the ensemble, i.e. models with projected temperatures within
13.6 £ 2°C were kept (Brohan et al., 2006; Jones et al., 1999). However, an additional
6 members which were projected to be within the target temperature range were ei-
ther warmer or colder after the 800 yr control than the target temperature range and
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thus were excluded from the ensemble. Despite the ocean not reaching equilibrium
after 800 yr the pre-industrial control surface climatology of the ensemble compares
well on the whole to the CMIP3 ensemble, except in the Tropics for some members
(Meehl et al., 2007b). We find that not using flux-adjustment and instead constraining
our ensemble on the pre-industrial equilibrium temperature has not led to a serious cur-
tailment of parameter space as has been suggested previously (Collins et al., 2006).
In fact one member of the ensemble with a low value of the entrainment rate coefficient
remain close to pre-industrial top of atmosphere radiative balance despite the fact that
at quadrupled CO, levels it shows an unrealistic increase in stratospheric and upper
tropospheric humidity levels and a non-linear temperature increase in response to CO,
radiative forcing. This suggests that the plausibility of ensemble members’ response to
elevated CO, levels should be evaluated in perturbed parameter ensemble studies.

5.1 Future work

Future work will involve applying this ensemble to climate and paleo-climate studies
which require a model without flux-adjustment. In particular this PPE will be applied
to the geoengineering model intercomparison project (geoMIP) experiments to inves-
tigate the effects of parametric uncertainty on Solar Radiation Management (SRM)
geoengineering results (Kravitz et al., 2011). The ensemble that will be used in these
future studies will consist of the accepted ensemble discussed above but with the
warmest member excluded. The methodology developed in this study could be ap-
plied easily to other coupled AOGCMs; however, a selection criterion based on the
projected equilibrium temperature can be affected by changes in atmosphere-ocean
heat-exchange when perturbing ocean parameters. A similar methodology could be
applied to atmosphere-only GCMs, as in Shiogama et al. (Shiogama et al., 2012).
An alternative would be to constrain the models on the magnitude of energy, water
and momentum flux-correction required to fit observations. The resulting atmospheric
parameter perturbations could then be applied to a fully-coupled model hopefully with-
out producing large drifts in the mean climate. Flux-adjustment is no longer used in
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the standard configurations of coupled AOGCMs, although it does provide some ad-
vantages for perturbed parameter studies, we have shown that a tractable ensemble
design with a broad range of model behaviour is possible without flux-adjustment.

Supplementary material related to this article is available online at:
http://www.geosci-model-dev-discuss.net/6/841/2013/
gmdd-6-841-2013-supplement.zip.
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Fig. 1. Projections of equilibrium temperature and initial radiative forcing for the ensemble gen-
erated made by applying the Gregory et al. (2004) approach to the initial 20 yr of simulation (a,
b). (b) shows the acceptable range of temperatures with dashed lines, i.e. within £2°C of the
observed pre-industrial temperature of 13.6 °C. (c) shows a comparison between the projected
temperature and the simulated temperature at the end of the control run. Simulations which
completed the first 20 yr are shown in black and those which failed to complete are shown in
red, the large green and black point is for the standard model, the crosses in (b) and (¢) show
runs which were too warm or cold. The projection method failed for some runs shown in blue
with a cross at the anomalous projected temperature and a dot for the temperature of the 20th
simulated year.
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Fig. 2. Evolution of the global annual means over the course of the 800 yr pre-industrial control
simulation of surface air temperature (a), top-of-atmosphere radiative balance (b), precipita-
tion (c), annual-mean sea-ice area (d), potential temperature at 2700 m (e), maximum Atlantic
overturning (f). The standard version of HadCM3 is plotted with a black line.
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Fig. 3. Scatter plots of the pre-industrial control temperature (a, b) and the top-of-atmosphere
radiative forcing at the end of the control run against the entrainment coefficient (ENTCOEF)
and the ice fall speed (VF1), respectively. The standard model is shown as a larger black dot
and the failed runs were included in this plot as gray crosses to make clearer the role of the
parameters.
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Cloud Fraction (%)

Fig. 4. The control global cloud fraction after 800 yr as a function of the ice fall speed parameter.
The standard run is plotted with a larger point and labeled with a zero. The standard model is
shown as a larger black dot and the failed runs were included in this plot as gray crosses to

VF1 and Cloud Fraction

60.0

58.0

56.0 -

52.0 1

50.0

48.0

@9

024
®4

X1 xi0@26
o4

2

@15
®17

®21
[ 1]

X6

o7 ®18

X16

20

o1
X2

023

®19

o5

X26

®13
022

05 06 07 08 09

make clearer the role of the parameter.

10 14

12 13

VF1

881

1.4

15 16 17 18

19 20

Jaded uoissnosiq | Jaded uoissnosiq

I i

Jadeq uoissnasiq | Jaded uoissnosiq

GMDD
6, 841-892, 2013

PPE of AOGCM
without
flux-adjustment

P. J. Irvine et al.

(8)
S

o
2


http://www.geosci-model-dev-discuss.net
http://www.geosci-model-dev-discuss.net/6/841/2013/gmdd-6-841-2013-print.pdf
http://www.geosci-model-dev-discuss.net/6/841/2013/gmdd-6-841-2013-discussion.html
http://creativecommons.org/licenses/by/3.0/

Pre-Industrial b Pre-Industrial
a
1.0 20
09
08 x10 18
07
08 . o 18
05 X8 -
o4 i 14 v X1t
. o P x5
02 on ¥ 12
%‘ 01 o1z @25 [H] [ o
s 00 * b5 10
] A n—— § . .
*17g]
% 32 I etez E o8 She o "=x;ﬂ'>1?
£ 04 2 05 hus g8l b
051 ® ez
08 04
o7
08 02
0.8
1.0 09
05 06 07 08 09 10 1.1 12 13 14 15 18 17 18 19 20 05 06 07 08 08 10 11 12 13 14 15 16 17 18 19 20

VDIFF

Fig. 5. The control global mean temperature after 800 yr (a) and the global mean heat flux into
the ocean (b), as a function of the vertical diffusivity parameter. The standard run is plotted
with a larger point and labelled with a zero. The standard model is shown as a larger black dot
and the failed runs were included in this plot as gray crosses to make clearer the role of the
parameter.
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depth. The standard version of HadCM3 is plotted with a black line.

883

Jaded uoissnosiq | Jaded uoissnosiq

I i

Jaded uoissnosiq | Jaded uoissnosiq

GMDD
6, 841-892, 2013

PPE of AOGCM
without
flux-adjustment

P. J. Irvine et al.

(8)
()


http://www.geosci-model-dev-discuss.net
http://www.geosci-model-dev-discuss.net/6/841/2013/gmdd-6-841-2013-print.pdf
http://www.geosci-model-dev-discuss.net/6/841/2013/gmdd-6-841-2013-discussion.html
http://creativecommons.org/licenses/by/3.0/

¥)

Pre-Industrial 4'CO,
a b :
%0 > %0
% - - . £
x
& 200 o % - & 20
2 al [4
oLk, oM . H w O om x
i 180 S 180390 * e - x
s &, e P
g w0 g 100 - on xw
xn.m"
I 50
‘%5 08 07 08 U3 10 11 12 13 14 15 18 17 18 13 20 ‘45 s 07 s 09 10 11 12 13 14 15 18 17 18 13 2
VoIFE VOIFE
¢ 4*CO; Anomaly d Pre-Industial
™
209
g “ o %0 x x
40| ez
[ B o .. )
s & - o g .
i - T ;
g moper o £ L IR T WU
g 120 E 0
4o @
x T E 100
g 100
50
180
vs s 07 8 Gs o 11 12 13 14 15 18 17 18 13 20 o 1a 120 G0 W0 6o 10 7o 4
VOIFF Sirface Al Tormperstrs ()
e 4*CO, Anomaly

s &
8 B

&8

g

Atlars Overturring Srangth Change (5%}
3 &
g 8

© 1o 20 30 40 50 &0 70 60 94 140 118 120
“Temparatura Changs (€)

884

Fig. 7. The relationship between the maximum Atlantic overturning and both the background
vertical diffusivity parameter and global-mean temperature for the ensemble. (a-c) show how
vertical diffusivity affects the control overturning (a), the overturning at 4 x CO, (b) and the
change in overturning between 4 x CO, and the control (c). (d, e) show the effect of pre-
industrial global-mean temperature (d) and the effect of warming to 4 x CO, (e) on Atlantic
overturning. The standard model is shown as a larger black dot and the failed runs were in-
cluded in this plot as gray crosses to make clearer the role of the parameters.
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Fig. 9. The anomaly between each member of the PPE and the CMIP3 ensemble mean for the
surface air temperature (a), top-of-atmosphere radiative balance (b) and precipitation (c). The
standard version of HadCM3 is plotted in black. The range for the CMIP3 ensemble is plotted
in light grey and the standard deviation of the CMIP3 ensembile is plotted in dark grey.
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Fig. 10. The temperature (a, b) and specific humidity (¢, d) throughout the atmospheric column
for the PPE simulations and the CMIP3 ensemble. The standard version of HadCM3 is plotted
in black for the PPE simulations. Note that for the PPE cells below ground level the values are
extrapolated using an average lapse rate and included in the level mean.
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Fig. 11. Shows the mean at 4 x CO, and the anomaly between 4 x CO, and the pre-industrial
control for temperature (a, b), specific humidity (¢, d) and relative humidity (e, f) for the PPE
simulations. The standard version of HadCM8 is shown in black for the PPE plot. Note that cells
below ground level the values are extrapolated using an average lapse rate and included in the
level mean.
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Fig. 12. Specific and relative humidity (in ppmv) at stratospheric levels against the entrainment
rate coefficient (a—f) and temperature (g, h). (a—f) show for the pre-industrial (a—c) and 4 x CO,
(d—f) the relationship between the entrainment rate coefficient and specific humidity at 100 mB
and 30 mB, and relative humidity at 100 mB, respectively. (g, h) show the relationship between
the surface air temperature anomaly between 4 x CO, and the pre-industrial and the change in
specific humidity at 100 mB (g) and 30 mB (h). The standard model is shown as a larger black
dot and failed runs were included in this plot as gray crosses to make clearer the role of the
parameter.

889

Jaded uoissnosiq | Jadeq uoissnosiq | Jeded uoissnosiq | Jaded uoissnosiqg

GMDD
6, 841-892, 2013

PPE of AOGCM
without
flux-adjustment

P. J. Irvine et al.

(8
S

o
2


http://www.geosci-model-dev-discuss.net
http://www.geosci-model-dev-discuss.net/6/841/2013/gmdd-6-841-2013-print.pdf
http://www.geosci-model-dev-discuss.net/6/841/2013/gmdd-6-841-2013-discussion.html
http://creativecommons.org/licenses/by/3.0/

GMDD
6, 841-892, 2013

a 4*CO; - Surface Air Temperature b 1%CO, - Surface Air Temperature

Jaded uoissnosiq

PPE of AOGCM
without
flux-adjustment

Temparatura (Celsius)

10 20 30 40 50 60 70 8 S0 100 110 120 130 140 uznau«wmeomnﬂnmnnizom1 D
Yoar Year a )
c 4*CO, - Precipitation d 1%CO0, - Precipitation g P. J. Irvine et al.
@,
0a o4 o
=y
s IR
QO
©
A s
= s o e R
e 4*CO, - Radiative Forcing TOA f 1%CO, - Radiative Forcing TOA a
- . [T el
7 7 m
o] & 9
£, i ©)
" I > I
: T
i i o
2 2 -O
1 1 . o -
Fig. 13. Shows the evolution of temperature (a, b), top-of-atmosphere radiative forcing (c, d), % g
and precipitation (e, f), for the 4 x CO, and 1% CO, simulations. The variables are plotted g
as anomalies from the start of the runs, i.e. the end of each of the pre-industrial spin-ups. 2 g
The standard run is plotted in black. A ten year running mean is applied to the data without 5
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a Climate Sensitivity and Pre-industrial Temperature

120

4%C0, Climate Sensithty (C)

Fig. 14. A scatter plot of the pre-industrial control temperature against the estimated 4 x CO,
climate sensitivity (a) and a scatter plot of the 4 x CO, climate sensitivity against the 4 x CO,
transient climate response. The values are global means averaging over the last 10 yr of the
150yr 4 x CO, simulations and the same point in the control simulations. The standard model
is shown as a larger black dot and the failed runs were included in this plot as gray crosses to
make clearer the role of the parameters. The values of simulations which exceed the bounds
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Fig. 15. Shows histograms of the projected temperature change of the 4 x CO, simulations (a),
the temperature change of the 1 % CO, simulations at year 140 (b), and the hydrological sensi-
tivity (¢) and precipitation adjustment (d) of the 4 x CO, simulations. The members which failed
the pre-industrial temperature selection are excluded from this plot. All changes are relative to Printer-friendly Version
the pre-industrial control simulations.
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